
Simultaneous Interpolation of 4 Spatial Dimensions

Bin Liu∗ and Mauricio D. Sacchi, Department of Physics, University of Alberta, Daniel Trad, Veritas DGC
Inc.

Summary

In this article we propose an interpolation scheme for
prestack 3-D data. In particular, we have extended the
Minimum Weighed Norm Interpolation (MWNI) method
proposed by Liu and Sacchi (2001) to interpolate data
that depend on 4 spatial dimensions.

The method is tested with a field data example from the
Western Canadian Sedimentary Basin (WCSB).

Introduction

The Minimum Weighted Norm Interpolation (MWNI) al-
gorithm (Liu and Sacchi, 2001) has been proposed as a
method to reconstruct band-limited seismic data along 1,
2 and 3 spatial dimensions. In addition, tests showing the
ability of the method to reconstruct data prior to ampli-
tude versus angle wave equation migration were provided
in Liu et. al (2003). The method incorporates band-
width limitation constraints, and a spectral smoothness
constraint that becomes a key feature of the algorithm at
the time of interpolating large segments of missing infor-
mation.

Multi-dimensional MWNI

The complete unknown data x and the incomplete mea-
surements y are related via the following expression

T x = y (1)

where T is the sampling operator or mask function with
entries given by

Tij =

{

1 if i j contains an observation
0 if i j is a pixel/bin with missing information.

(2)

The complete data x can be retrieved by minimizing the
following cost function:

J = ||T x− y||22 + µx
T
Q
†
x (3)

where the matrix of weights Q is given by the following
expression:

Q
† = FH

ND Λ† FND , (4)

FND and FH
ND symbolize forward and inverseND Fourier

transforms, respectively. The band-limiting operator Λ†

is given by

Λ†(k) =

{

[S(k)]−1 [k] ∈ Ω(k)
0 [k] 6∈ Ω(k)

(5)

where S(k) is the unknown spectral density of the multi-
dimensional prestack data cube and Ω(k) denotes the re-
gion of spectral support. The wavenumber vector is indi-
cated by k. In our problem the wavenumber vector is de-
fined as k = [ksx, ksy, kgx, kgy]

T , where (sx, sy) indicates
the inline and crossline source coordinate and (gx, gy)
the inline and crossline geophone coordinate. We will
assume that the data are band-limited. In other words,
S(k) = 0 ,∈ Ω̄(k), the complement of Ω(k).

The cost function given by equation (3) is minimized us-
ing the method of conjugate gradients. In our numerical
implementation we have reduced the cost function to its
standard form (Hansen, 1998) and use the so called reg-
ularization by iteration method (Hanke, 1995). After the
following change of variables

x =W z (6)

the cost function (in the standard form) becomes

J = ||TWz − y||22 + µz
T
z (7)

where

W (k) =

{

[S(k]1/2
k ∈ Ω(k)

0 k 6∈ Ω(k)
. (8)

Equation (7) is solved using conjugate gradients with reg-
ularization by iteration. This is equivalent to finding the
smallest number of iterations n that satisfies the discrep-
ancy principle: ||TWzn − y||22 ≈ ε .

The forward and adjoint operators required by the CG
method are given by:

Forward:
T Wx = sampling (ifft (filtering ( fft(x)))
Adjoint:
W ′T ′ y = ifft (filtering ( fft (sampling(y)))

where sampling entails applying the operator T ,
filtering represents wavenumber domain multiplication
with the operator W , fft and ifft denote the ND Fast
Fourier Transform and Inverse FFT, respectively. It is
clear that a simple in the flight implementation leads to
a very efficient algorithm.
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Estimation of S(k)

The algorithm outlined above requires the knowledge of
the power spectral density (PSD) of the complete data x.
This is an unknown and, therefore, it will be bootstrapped
from the available data. The spectral density is computed
via the following algorithm:

1 Define W as an initial multi-dimensional band-limiting
operator.
2 Use CG to solve TWz ≈ y, and obtain an initial recon-
struction of the data x̂ = W ẑ
3 Re-estimate the PSD from the reconstructed data x̂,
and compute W (k) using equation (8).
4 Repeat steps 2 and 3 until achieving convergence.

Examples

2-D Example [SeaBeam Data Set]: This example also
portrayed in Fomel and Clearbout (2003) is used to
illustrate the importance of spectral weights at the time
of reconstructing sparse images (data). The SeaBeam
system is used to measure water depth under and some-
what off the sides of the ship’s track. An interpolation
scheme can be tested by its ability to hide acquisition
footprints. In Figure 1A we provide the evolution of the
MWNI algorithm after each iteration. In our simulation
convergence was attained after 15 iterations. The initial
PSD of the data (Figure 1B) and the final estimator
of the PSD (Figure 1C) are also provided. The initial
PSD utilized in this exercise is a 2D isotropic separable
Kaiser window. The solution at the first iteration is also
the solution we would have obtained by applying band-
limiting constraints only. It is clear that band-limiting
constraints are not sufficient at the time of reconstructing
large portions of missing observations.

4-D Example [WCSB]: The 4D MWNI algorithm is used
to interpolate a multi-azimuth 3D land dataset from the
Western Canadian Sedimentary basin. The dataset was
acquired using the MegaBin acquisition scheme. The shot
and receiver geometry of the dataset is illustrated in Fig-
ure 2A and 2C, respectively. The original shot spacing
along the inline and crossline direction is 140m. The re-
ceiver spacing is 70m along the inline direction and 140m
along the crossline direction. Note that many shots and
receivers are missing in the real geometry. The shot and
receiver geometry of the interpolated output is shown in
Figure 2B and 2D, respectively. Note that after interpola-
tion, the shot spacing along the inline direction is reduced
to 70m and the shot spacing along the crossline direction
remains the same, and both inline and crossline receiver
spacings are reduced to 35m. Before interpolation, the
data have been datumed to the same depth. The interpo-
lation began by dividing the whole survey area into many
sections, the 4D MWNI is applied along sx, sy, gx, gy co-
ordinates in each section. Figure 2E shows the output
shot geometry in one section. There are approximately
8×8 shots in each section. Figure 3A and 3B show a
comparison of inline receivers before (Figure 3A) and af-
ter (Figure 3B) interpolation. Crossline receivers before

and after interpolation are shown in Figure 3C and 3D,
respectively. Figure 4A and 4B show a comparison of in-
line receivers before (Figure 4A) and after (Figure 4B) in-
terpolation where the NMO correction has been applied
before interpolation to reduced the wavenumber band-
width. Crossline receivers before and after interpolation
with the NMO correction are shown in Figure 4C and
4D, respectively. Finally, Figure 5A and Figure 5B show
a comparison of a time slice of the final stack before and
after the interpolation. Notice the improved spatial reso-
lution in the stack with the interpolation.

Conclusions

In this abstract, we applied the minimum weighted norm
interpolation algorithm to interpolate 3D prestack data.
In particular, a 4D MWNI scheme has been successfully
applied to interpolate a multi-azimuth field dataset from
WCSB.

The MWNI method permits one to incorporate the a pri-
ori spectral signature (band-width and the signal spec-
trum shape) of the unknown wavefield and is efficiently
implemented with a preconditioned CG scheme. The
computational efficiency makes it attractive to interpo-
late large 3D prestack datasets and to deal with higher
dimensional interpolation problems where other interpo-
lation methods do not have a straighforward implemen-
tation.
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Fig. 1: (A) Evolution of the MWNI algorithm after each iteration where convergence was attained after 15 iterations. (B) The 2D
isotropic separable Kaiser window used for the initial PSD of the data. (C) The final estimator of the PSD.

Fig. 2: The input and output geometry of the 4D interpolation. (A) The original shot geometry. (B) The output shot geometry. (C)
The original receiver geometry. (D) The output receiver geometry. (E) The output shot geometry in one section of the interpolation.
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Fig. 3: Interpolation of inline and crossline receivers without NMO (Zoomed). (A) Original inline receivers with a sampling interval
of 70m. (B) Interpolated inline receivers with a sampling interval of 35m. (C) Original crossline receivers with a sampling interval of
140m. (D) Interpolated crossline receivers with a sampling interval of 35m.

Fig. 4: Interpolation of inline and crossline receivers with NMO (Zoomed). (A) Original inline receivers with a sampling interval of
70m. (B) Interpolated inline receivers with a sampling interval of 35m. (C) Original crossline receivers with a sampling interval of
140m. (D) Interpolated crossline receivers with a sampling interval of 35m.

Fig. 5: A time slice of the final stack without interpolation (A) and with interpolation (B).
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